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ABSTRACT

On June 2, 2016 at 10h56m UTC, a −20.4 ± 0.2 magnitude superbolide was observed over Arizona. Fragments were located a few days later and the meteorites were given the name Dishchii'ibikoh. We present analysis of this event based on 3 cameras and a multi-spectral sensor observations by the SkySentinel continuous fireball-monitoring camera network, supplemented by a dash cam footage and a fragmentation model. The bolide began its luminous flight at an altitude of 100.2 ± 0.4 km at coordinates $\phi = 34.555 \pm 0.002^\circ$N planetographic latitude and $\lambda = 110.459 \pm 0.002^\circ$W longitude, and it had a pre-atmospheric velocity of 17.4 ± 0.3 km/s. The calculated orbital parameters indicate that the meteoroid did not belong to any presently known asteroid family. From our calculations, the impacting object had an initial mass of 14.8 ± 1.7 metric tonnes with an estimated initial diameter of 2.03 ± 0.12 m.
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1 INTRODUCTION

At 10h56m 27s UTC on June 2, 2016 a bright fireball was observed over Arizona. The American Meteor Society received 421 reports about this fireball, most of them from Arizona but people also witnessed this event in Utah, New Mexico, California, Texas, Colorado and Nevada. Sonic booms from the bolide were heard across the greater Phoenix area. Videos of the bolide from dash cams and security cameras appeared on YouTube and various media outlets. After sunrise, videos captured the dust trail that the impactor left behind.

Camera and satellite observations of meteors have been used for decades in order to help to determine the mass, trajectory and orbital parameters of the impacting body. Various satellites, NASA’s All Sky Fireball Network and the Lowell Observatory Cameras for All-Sky Meteor Surveillance (LO-CAMS) also recorded the Arizona bolide event. The Arizona Geological Survey’s seismic network picked up a signal near Payson that was consistent with an airburst event and according to the agency it marked the explosion of the asteroid. This was the largest observed bolide event over the continental United States since March 2010 that was reported by the Center for Near Earth Object Studies (CNEOS)1, and the fifth largest since 1988 when the agency began recording fireball data from US Government sensors.

The bolide was also observed by multiple nodes of the SkySentinel’s Spalding Allsky Camera Network (Figure 1) and the recorded data allow us to characterize some of the physical properties and the likely origin of the impacting body. Here, we present our analysis of the available SkySentinel observations, coupled with complementary data and modeling tools. We also compare our inferred results with data reported by other sources.

2 METHODOLOGY AND INSTRUMENTATION

2.1 The SkySentinel Network

Mr. R.E. Spalding (1936-2017, Sandia National Labs) developed the Allsky Camera System to monitor, track, and analyze large meteor events in order to provide “ground-truth” to assist both science (NASA) and treaty monitoring (Nuclear-Test-Ban Treaty Organization - CTBTO) operations in confirming the impact of large meteor fireballs (bolides) in Earth’s atmosphere. The collected data is also used to support the refinement of the energy calculations of

---

those events, as well as, to improve trajectory calculations and orbit determination for the impacting bodies. Another important goal of the project was to develop a companion instrument, MultiSpectral Radiometer (MSR) for comparison to the Allsky cameras, and government-collected data, in order to improve the diagnostic capability of SkySentinel.

The network consists of a large number of wide-angle view cameras at various sites throughout the continental United States and other countries and it also includes the infrastructure that permits the archival of the observational data that is available for processing and analysis for the scientific community. Software tools were developed and added for calibration, removal of detector effects and anomalies, automatic event detection and correlation among stations, and automatic trajectory computation.

Mr. R. E. Spalding formally established the current Sky-Sentinel Allsky Camera Network that was transitioned to SkySentinel, LLC and is now operated as a Joint Florida Institute of Technology and SkySentinel, LLC Science Education and Research Program. This paper is a demonstration of improvements made to SkySentinel under the Joint Program. The current system was renamed the Spalding Allsky Camera Network in honor of its founder. Data for recorded events and details on the camera system can be found at www.goskysentinel.com.

2.2 Camera System Parameters

The 2 June 2016 Arizona bolide event was detected by seven SkySentinel nodes. Table 1 lists the SkySentinel nodes that observed the event. These nodes include a Sony HB-710E Starlight B/W CCD camera coupled with a Fujinon YV22X14ASA 3.4mm lens. The cameras are sensitive down to about 42 visual magnitude using 8.5 second image composites. For individual frames recorded at 30 frames per second, the cameras are sensitive to just above magnitude 0.

The node cameras are enabled throughout the night and the video feed goes directly into the WSentinel tracking software which automatically triggers on motion/threshold crossing and saves 1s of presamples and the entirety of the event in four files: composite .jpg image, .mp4 video (640x480 @ 30fps; 8 bits per pixel), .csv spreadsheet of time stamped azimuth/elevation, sum of pixels triggering, sum of energy above threshold per pixel, X/Y pixel map of the event and a .txt file of the start/stop time of the event recording. WSentinel also takes an hourly composite .png image (adjustable, 8.5s minimum) that is used to calibrate the camera by star mapping tie points.

2.3 Astrometric Calibration of SkySentinel Sensors

SkySentinel nodes report positional data that are expressed in Cartesian coordinates (x, y). During the calibration of the data we convert each SkySentinel camera’s reported (x, y) measurements into horizon coordinates (z, a), where z is the zenith distance and a is the azimuth. The image calibration is accomplished by fitting a 10-parameter mathematical model to observations of calibration stars in each node’s CCD imagery. Table 1 lists the SkySentinel nodes that were calibrated, the dates of the SkySentinel images used for calibration, and the number of calibration points (stars) employed.

The method used to perform the calibration was based on a geometric solution originally developed by Borovička et al. (1995) to calibrate emulsion-based plates from all-sky cameras. Borovička’s complete solution, which employed 13 calibration parameters, achieves a residual error of just 0.015 degree. The solution’s main drawback is that it requires a “large number” of calibration stars, including stars at large zenith angles, which are “seldom available”.

The Borovička solution uses a coordinate system that differs in an important way from SkySentinel’s coordinate system. To distinguish between them, SkySentinel coordinates will henceforth be denoted using lower-case letters (x, y), and upper-case letters will denote Borovička coordinates (X, Y). The difference is that coordinates are interchanged, i.e., (X, Y) correlates to (y, x). For example, (X = 320, Y = 240) in SkySentinel coordinates is the same point as (X = 240, Y = 320) in Borovička coordinates.

On the other hand, the two coordinate systems are alike in that they both define the center of the upper left pixel to be the origin of the coordinate system (0, 0). For SkySentinel cameras aligned approximately with North up, the origin (0, 0) is the center of the pixel in the Northeast corner of the image.

New Mexico State University, through grant funding, studied how to accomplish calibration of CCD-based video meteor cameras used in SkySentinel (Bannister et al. 2013). Bannister made several simplifications to the Borovička model, one of which was to replace the exponential model of zenith distance by a quadratic approximation. Applied to actual SkySentinel sensors, Bannister showed that his 8-parameter all-sky calibration model could achieve 0.21 degree accuracy in azimuth and 0.09 degree in zenith angle.

For a SkySentinel sensor, this is sub-pixel precision because 1 pixel subtends about 0.3 degree on the sky. The calibration of SkySentinel sensors is based upon Bannister’s paper, but with two significant changes. First, an exponential model replaced the quadratic model of zenith distance. This is because the quadratic model of zenith distance was leading to systematic error at zenith distances greater than 70°. Most bolides are seen at large zenith distances (i.e., low elevations), and utmost accuracy is needed in this regime. Indeed, replacement of the quadratic model...
by an exponential model of zenith distance was a step back to the original Borovička model (Borovička 1992; Borovička et al. 1995).

Second, we discovered that the USB video capture devices used to digitize SkySentinel’s analog signal often introduced elliptical distortion. Figure 2 illustrates the difference between a normal image and one that has elliptical distortion. The axes of the ellipse always appeared to align with the x and y axes of the sensor. The distortion was leading, in some cases, to several degrees periodic error in the residuals. To restore image circularity, x and y coordinates were adjusted using appropriate scale factors. Nodes 5 and 6 had measurable amounts of image ellipticity while Nodes 37 and 79 had virtually none. Table 2 tabulates the parameters used to calibrate each node.

2.4 Calibration Procedure

Calibration points (stars) brighter than visual magnitude +2 were selected from a list downloaded from the U.S. Naval Observatory’s Online Astronomical Almanac. Hourly SkySentinel composite images were selected from a period of 4-5 days centered on the 2 June 2016 bolide event. Images were converted to TIF format, 8-bit depth, and enhanced by subtraction of a median combined image to enhance star visibility. Calibration stars were selected over a wide range of azimuths and zenith distances, limited only by availability of stars bright enough to be seen by SkySentinel. The 15-degree/hour change of hour angle made it possible to measure the same star multiple times during the course of a night.

Mira Pro x64 Windows astronomical software (Miremetrics Inc. 2017) was used to measure calibration stars until there were 50-150 data points. Mira Pro defines the upper left (Northeast) pixel to have coordinates (1,1), which differs from SkySentinel’s convention that this same pixel has coordinates (0,0). Accordingly, Mira Pro coordinates were decremented by 1, along each axis, before data entry into the SkySentinel calibration model.

A Microsoft Excel 2011 workbook was created to solve for the 10 calibration parameters using a least-squares procedure. For each calibration point, the great circle error between cataloged (USNO Bright Stars) and calculated (Calibration Model) star coordinates was calculated. The errors were squared and summed to yield a sum of squared errors (SSE). Excel’s non-linear solver was then used to minimize SSE by varying the 10 calibration parameters, until the solver converged on a solution. Of these 10 parameters, 9 were independent, because the y scale factor was constrained to equal the reciprocal of the x scale factor. This constraint ensured that the area of the image projection remained constant. Table 2 lists the values of the calibration parameters found for each of the three SkySentinel nodes that were used for the analysis of the event.

Standard deviation of the great circle error, \( \sigma = \sqrt{\text{SSE}/(n-10)} \), where \( n \) is the number of calibration stars, ranged from 0.07-0.16 degree. Goodness-of-fit was verified by examining residual plots to ensure they were randomly distributed with no patterns or trends. The mean absolute deviation of zenith distance \( |\Delta z| \) ranged from 0.04-0.09 degree, and the mean absolute deviation of azimuth \( |\Delta a \sin \varphi| \) ranged from 0.03-0.07 degree. These uncertainties, no greater than one-third of a pixel, show that SkySentinel cameras are capable of accurate calibration.

In summary, the 10-parameter calibration model produces accurate horizon coordinates \((\varphi, a)\) where \( \varphi \) is the zenith distance and \( a \) is the azimuth measured from cardinal South. To get azimuth measured from cardinal North, compute \( a + \pi \), and subtract multiples of \( 2\pi \), as needed, to get a result on the interval \([0, 2\pi)\).

* MultiSpectral Radiometer (MSR)
In order to reconstruct the trajectory we turned to the plane intersection method detailed in Ceplecha (1987). Due to the locations of our cameras relative to the direction of motion of the object, the angular separation between the intersecting planes from two of the cameras (Nodes 6 and 79) was small enough (∼16.7°) to result in loss of their statistical significance. This made the plane intersection method impractical for the analysis, as the statistical weight of this pair is only about 5%. For all three cameras, however, we were able to use an alternate approach that employs the least-squares technique, similar to that described by Borovička (1990).

Using this triangulation method, for each time step we define a vector that points to the location of the bolide in a geocentric reference frame. Here, \( \mathbf{R}_i \) is the unit vector pointing to the observation site from the center of the Earth and \( \mathbf{r}_i \) is the unit vector pointing to the bolide from the observation site. The location of the bolide is then the vector sum with \( \mathbf{R}_i \) being the distance from the observation site to the center of the Earth and \( r_i \) being the free parameter which is the distance between the observation site and the bolide.

The location of the bolide in terms of the site \( i \) is then:

\[
\mathbf{h}_i = r_i \mathbf{r}_i + R_i \mathbf{R}_i
\]  

(1)

The solution to the triangulation is obtained by finding \( r_i \) and \( r_j \) which minimizes the distance between the position of the bolide from any pair of observations \( i,j \), using the Gauss-Newton method. We define the difference vector \( \mathbf{d} \):

\[
\mathbf{d}(r_i, r_j) = \mathbf{h}_i - \mathbf{h}_j = r_i \mathbf{r}_i + R_i \mathbf{R}_i - r_j \mathbf{r}_j - R_j \mathbf{R}_j
\]  

(2)

Taking \( u, v \) and \( w \) to be the \( x-, y- \) and \( z- \) coordinates of \( \mathbf{d} \), we can create the Jacobian \( J \) and \( b \) given by:

\[
J = \begin{bmatrix}
\frac{du}{dr_i} & \frac{du}{dr_j} \\
\frac{dv}{dr_i} & \frac{dv}{dr_j} \\
\frac{dw}{dr_i} & \frac{dw}{dr_j}
\end{bmatrix}, \quad b = \begin{bmatrix}
u(r_i, r_j) \\
v(r_i, r_j) \\
v(r_i, r_j)
\end{bmatrix}
\]  

(3)

Choosing an initial guess for \( \mathbf{p} = (r_i, r_j) \), the solution is found iteratively by solving for the step given by \( \mathbf{d} \mathbf{p} = -J^{-1}b \), until the \( |\mathbf{d}| \) is below a threshold, or \( |\mathbf{d}| = 0 \). The pairs of observation each produce a solution to the meteor position as a function of time, i.e. in our case, for 3 observations, we have 3 solutions. A standard linear regression is applied along each direction for all solutions, and the corresponding residuals are determined.

The details of the trajectory parameters are listed in Table 3. The luminous flight began at coordinates \( \phi = 34.555 \pm 0.002^\circ \), \( \lambda = 110.459 \pm 0.002^\circ \), and a height of 100.2 ± 0.4 km.

To obtain the radiant, we corrected the velocity for Earth’s rotation and the curvature of the trajectory due to Earth’s gravity, following the method described in Ceplecha (1987). This was then projected onto the celestial sphere defined by the geocentric inertial frame. The geocentric velocity was determined at the entry location using

\[
v^2_E = v^2_{\infty} - \frac{2GM_\oplus}{R_\oplus + h_\oplus}
\]  

(4)

where \( M_\oplus \) and \( R_\oplus \) is the mass of the Earth and the WGS84 radius at the current location respectively, and \( h_\oplus \) is the
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**Table 2. Calibration Parameters of three SkySentinel Nodes that were used for analysis**

<table>
<thead>
<tr>
<th>SkySentinel Node</th>
<th>5</th>
<th>6</th>
<th>37</th>
<th>79</th>
</tr>
</thead>
<tbody>
<tr>
<td>V</td>
<td>0.00589</td>
<td>0.00589</td>
<td>0.005792</td>
<td>0.005931</td>
</tr>
<tr>
<td>S</td>
<td>0.002081</td>
<td>0.001458</td>
<td>0.001791</td>
<td>0.001979</td>
</tr>
<tr>
<td>D</td>
<td>0.017449</td>
<td>0.01911</td>
<td>0.017863</td>
<td>0.017886</td>
</tr>
<tr>
<td>( a_0 ) [deg]</td>
<td>-22.349</td>
<td>-1.14</td>
<td>-2.116</td>
<td>-17.739</td>
</tr>
<tr>
<td>E [deg]</td>
<td>240.671</td>
<td>59.909</td>
<td>223.085</td>
<td>289.919</td>
</tr>
<tr>
<td>( \epsilon ) [deg]</td>
<td>2.799</td>
<td>2.588</td>
<td>1.449</td>
<td>0.954</td>
</tr>
<tr>
<td>( X_0 )</td>
<td>225.405159</td>
<td>227.54618</td>
<td>235.454533</td>
<td>237.61072</td>
</tr>
<tr>
<td>( Y_0 )</td>
<td>338.665956</td>
<td>328.936475</td>
<td>320.828751</td>
<td>313.380068</td>
</tr>
<tr>
<td>( x ) scale factor</td>
<td>0.988604</td>
<td>0.988506</td>
<td>1.000282</td>
<td>0.999640</td>
</tr>
<tr>
<td>( y ) scale factor</td>
<td>1.011527</td>
<td>1.011627</td>
<td>0.999718</td>
<td>1.000360</td>
</tr>
</tbody>
</table>
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3.2 Velocity

Performing a linear fit to positions retrieved by triangulating SkySentinel camera data between 0.4s and 2.5s gives an observed velocity of $17.4 \pm 0.3$ km/s with respect to the rotating surface of the Earth. During this time interval, there is no observed deceleration of the bolide. Thus, we consider this value as the pre-atmospheric entry velocity that remains constant until the initial breakup.

We could not include data for the later stages; during the main flare event the frames were saturated and after de-saturation, the bolide disappeared behind surface objects, e.g., a tree in the case of Node 79. This made it impossible to determine from SkySentinel data, the change in velocity during and after the breakup of the object.

3.3 Light curve

For the light curve analysis, we attempted photometric calibration of the SkySentinel cameras. These datasets were from 8-bit grayscale cameras in the visible wavelength, observing at 30 frames per second. The bolide was below the horizon throughout the entire video for Nodes 1, 2, and 14, while for Node 5, the bolide was visible only for the first two seconds. Therefore, only three cameras (Nodes 6, 37 and 79) observed the entire event.

The sum of the raw pixel counts were taken to be proportional to the intensity of the light observed, and thus taking the base-10 logarithm and multiplying by a factor of -2.5 provided an uncalibrated instrumental magnitude. A photometric calibration of the SkySentinel was attempted using the Moon and Vega. An image of the Moon was used on a later date for all four cameras. However, the Moon’s light saturated the camera, making accurate calibration difficult.

In the case of nodes 6 and 37, Vega was visible, but since the SNR of Vega was $\sim 3$ in both cameras, we were unable to reliably determine the photometric correction. Furthermore, the raw signal from three cameras (Nodes 6, 37 and 79) are clearly saturated (Fig 7), so the SkySentinel cameras were not used in the photometry analysis.

We also used data from the MSR instrument in New Mexico, which observed at 5 bands: UV, Blue, Green, Red and Infrared at 10,000 frames per second. The quantum efficiency and responsivity of the MSR were already known (Figure 8) and thus, it was a straightforward matter of converting the raw signal from the MSR into a calibrated mag-
Table 3. Trajectory and orbital parameters using triangulation of the bolide’s position from the initial frames of SkySentinel cameras, the analysis of the dash cam video and the fragmentation model. Azimuth and zenith distance are given for the apparent radiant in the co-rotating geocentric frame. The location of the geocentric radiant is given on the celestial sphere with corrections applied for rotation of the Earth and curvature of the trajectory by Earth’s gravity.

<table>
<thead>
<tr>
<th>Trajectory</th>
<th>Orbit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entry Latitude(^\d)</td>
<td>34.555 ± 0.002° N</td>
</tr>
<tr>
<td>Entry Longitude(^\d)</td>
<td>110.459 ± 0.002° W</td>
</tr>
<tr>
<td>Entry Height(^\d)</td>
<td>100.2 ± 0.3 km</td>
</tr>
<tr>
<td>Pre-atmospheric Velocity(^\d)</td>
<td>17.4 ± 0.3 km/s</td>
</tr>
<tr>
<td>Peak brightness magnitude(^\d)</td>
<td>-20.4 ± 0.2</td>
</tr>
<tr>
<td>Height of peak brightness(^\d)</td>
<td>29.8 ± 0.6 km</td>
</tr>
<tr>
<td>End height (^\d)</td>
<td>21.9 ± 0.6 km</td>
</tr>
<tr>
<td>End latitude (^\d)</td>
<td>33.924° N</td>
</tr>
<tr>
<td>End longitude (^\d)</td>
<td>110.641° W</td>
</tr>
<tr>
<td>Deviation in (x) [km]</td>
<td></td>
</tr>
<tr>
<td>Deviation in (y) [km]</td>
<td></td>
</tr>
<tr>
<td>Deviation in (z) [km]</td>
<td></td>
</tr>
</tbody>
</table>

\(^\d\) from triangulation using SkySentinel cameras
\(^\d\) using data from dash cam video and the fragmentation model.

Figure 5. The residual in the expected length along track (top), and the lateral deviation from the average trajectory (bottom) from the triangulation solution using SkySentinel cameras. Node 6 are plotted with ‘x’ s, Node 79 with points and Node 5 with squares. The colors represent different pairs used for the solution: black for Nodes 6 and 79, red for Nodes 6 and 5, and blue for Nodes 79 and 5.

Figure 6. The residuals along the \(x\), \(y\) and \(z\)-direction from the linear fit. The color coding and markers follow the scheme given in Fig 5.

nitude, from which we obtained the luminosity. We take a power of 1500 W at 100km to correspond to an absolute magnitude of of zero (Ceplecha et al. 1998). The magnitude values were corrected for extinction at each time stamp, with the extinction coefficients determined from calibrating an
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Figure 7. The signal from the SkySentinel cameras in arbitrary units. All three cameras were saturated during the main flare event, making the data unusable.

Figure 8. The dashed curve shows the quantum efficiency of the detector, while the solid lines are the responsivity (A/W) of each filter - from left to right: UV, blue, green, red, IR

Figure 9. The absolute magnitude and luminous power of the bolide from the different filters of the MSR as a function of time. The vertical dashed line indicates the peak brightness.

Table 4. Results of light curve analysis.

<table>
<thead>
<tr>
<th></th>
<th>MSR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_0$ [×10^{12} J]</td>
<td>0.191</td>
</tr>
<tr>
<td>$E$ [×10^{12} J]</td>
<td>2.24</td>
</tr>
<tr>
<td>Mass [metric tonne]</td>
<td>14.8</td>
</tr>
</tbody>
</table>

3.4 Orbit

We determined the pre-atmospheric orbit from the velocity values measured at the earliest part of the bolide’s trajectory. First, we calculated the heliocentric position and velocity vectors at the entry point. Then we carried out a backward time-integration using the REBOUND code (Rein & Liu 2012) to determine the position and velocity outside the Hill sphere of the Earth. We tested several integration times to ensure consistency in the retrieved orbit. There were small variations in the orbital parameters up to about 1.5 years before the event, after which the change was insignificant. Therefore, we integrated for 1.5 years, at which point we obtained the heliocentric orbital parameters. These values are listed in Table 3.

Figure 10 illustrates the orbit of the impactor which was inclined and slightly eccentric. The object reached perihelion about 64 days before the impact event. Figure 11
shows the bolide’s orbital parameters plotted against the orbital element distributions of known asteroids and comets. The object clearly did not belong to any known main-belt asteroidal families, but was part of the Apollo category of near-Earth objects.

A search for the parent body was done using the Drummond criterion (Drummond 1981) and the modification by Jopek (Jopek 1993) and data from the MPCORB\textsuperscript{3} database. This yielded no match for any known parent body.

4 ADDITIONAL OBSERVATION AND MODELING

A significant number of movies became available on video sharing websites and news portals that were recorded by dash cams and security cameras. Most of these have the problem of obstructed view throughout most or all of the bolide’s flight path and show only lens flare. In a few instances the entire event was clearly visible and for one of these videos we were able to identify the exact location where it was recorded from. We have analyzed this video to give us additional information on the bolide properties. Furthermore, we have set up a fragmentation model to reveal pieces of the puzzle that was unavailable to us from the observational data only.

4.1 Dash Cam Footage

Mark Olvaha recorded the event using his GoPro dash cam\textsuperscript{4}. Based on the land and road features seen in the video and in the video description, we were able to pinpoint the location of the car at the time of the recording as being on I-40 east of the car at the time of the recording as being on I-40 east.

Based on the land and road features seen in the video and in the observatory, we were able to pinpoint the location where the dash cam movie was recorded was significantly further away compared to the SkySentinel camera locations (∼350 km), we were only able to get the light curve and the track of the object close to the end of the observation (after t = 3s). We calibrated the footage timing with the detection data by matching the peaks of the sum pixel values from the video.

Similar to the method described in section 2.4, the video was calibrated for astrometry using local geographic features as shown in Fig. 12. Features O, B, C, D, F, and G (six topographic points total) were used. Features A, E, H were additional markers that potentially could have been used for calibration but were not. A is a radio antenna that was not visible in the nighttime video; E is an interstate highway sign whose azimuth changed significantly during the course of the video; H is a mountain range without a well-defined summit. The topographic features had well-defined silhouettes that facilitated determination of their azimuths and apparent elevations relative to the local horizon of the car. Using Google Earth, it was straightforward to obtain azimuth from the known position of the car to each topographic feature. To calculate the apparent elevation of each topographic feature above the car’s horizon, a flat earth model was assumed. Each feature’s elevation above the car’s horizon was obtained by first computing the difference in altitude (ex-

\textsuperscript{3} https://www.minorplanetcenter.net/iau/MPCORB.html, accessed December 2, 2017

\textsuperscript{4} https://www.youtube.com/watch?v=OwKED81D0Sc, accessed August 18, 2017

\textsuperscript{5} https://www.youtube.com/watch?v=hDoUQnxY7z4 - 0:00 to 0:31, accessed August 18, 2017
Table 5. List of geographical features used to calibrate the dashcam footage.

<table>
<thead>
<tr>
<th>Feature</th>
<th>AZ [deg]</th>
<th>EL [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>39.16</td>
<td>5.32</td>
</tr>
<tr>
<td>B</td>
<td>48.81</td>
<td>5.29</td>
</tr>
<tr>
<td>C</td>
<td>61.53</td>
<td>2.58</td>
</tr>
<tr>
<td>D</td>
<td>80.76</td>
<td>3.09</td>
</tr>
<tr>
<td>F</td>
<td>94.64</td>
<td>0.68</td>
</tr>
<tr>
<td>G</td>
<td>115.55</td>
<td>1.95</td>
</tr>
</tbody>
</table>

By fixing the direction of travel (i.e. assuming that the bolide did not deviate significantly from this path), we were able to convert the angular distance on the image to a linear distance travelled by the bolide from the initial frame.

This allowed us to constrain the distance travelled and the speed of the bolide during and after the main fragmentation, where the SkySentinel cameras were saturated or their view were obstructed. The blue points in Figure 4 show the results of the dash cam analysis. The error in the astrometry is on the order of about 0.8° which corresponds to a error in the distance of about 5km. Therefore, we were unable to obtain a precise deceleration profile for the bolide. However, from the last few datapoints, it is clear that the bolide has decelerated significantly. A fit of the velocity for $t \gtrsim 6$s gives a velocity estimate of about 8-10km/s.

4.2 Fragmentation Model

To obtain information on the deceleration of the bolide as observed by the dash cam video, the position of the peak brightness and the end of the luminous phase, we implemented the fragmentation model of Borovička et al. (2013) to calculate the post-breakup trajectory. We assume that the only processes that causes mass loss are discrete fragmentation into one or more fragments and ablation.

While erosion and the release of dust are important to accurately calculate the mass loss, atmospheric trajectory and the energy deposition, we opted to exclude these processes from the model because we could not properly validate their parameterization due to lack of precise velocity data during and post saturation of the bolide. To reduce the number of free parameters, we also assume that only the main body breaks into smaller fragments and that ablation is the only mass-loss process for the fragments.

In this model, we input the times of discrete gross-fragmentation events (assumed to be local maxima in the light curve), the mass loss during fragmentation and the estimated number of fragment produced. The initial parameters for the model are the entry velocity, entry position, zenith distance and azimuth of the bolide radiant obtained from the SkySentinel triangulation. We approximate the mass loss during each fragmentation event to be proportional to change in brightness of the respective peak in the light curve, which allowed us to distribute the mass loss among the flaring events. To be consistent with our energy analysis, we use the luminous efficiency calculated using the (Brown et al. 2002) study, which in our case is 8.52%.

Ceplecha & Revelle (2005) used results from observations to constrain the values of $K$ and $\sigma$. In our case, there were no observations during the latter part of event, thus we carried out sensitivity test for these unconstrained parameters. We varied the value of $K$ from 0.1 to 1.0 (c.g.s) and $\sigma$ from 0.01-0.1 s$^2$/km$^2$.

The model is validated by matching the light curve as well as the bolide positions from the SkySentinel and dashcam video. The values of $K$ and $\sigma$ are kept constant throughout the trajectory, while the mass loss and number of fragments are varied to match the light curve. The end velocity of ~8-10 km/s at $t \gtrsim 6$s from the dashcam video, is used a constraint to determine estimates of $K$ and $\sigma$.

In general, for $K < 0.2$ the bolide reaches an altitude of 15 km with a velocity greater than 12km/s at $t \sim 6.5$s, while for $K > 0.6$, there is insufficient energy to produce the bright peak at 5.9s. $\sigma$ < 0.1 s$^2$/km$^2$ causes the bolide to brighten very quickly at $h \gtrsim 70$km and mass loss to reduce the bolide into sub-kilogram fragments well above 25km. For $\sigma < 0.01$ s$^2$/km$^2$ the bolide continues to flare well after 8s. In each of these cases, the mass loss at each fragmentation point is kept constant. While these tests by no means produce unique solutions to the fragmentation model, they are used to determine the type of object and minimize the number of free parameters to fit the observed light curve.

To this end, we maintain the values of $K = 0.35$ cm$^2$/g$^{2/3}$ and $\sigma = 0.048$ s$^2$/km$^2$ for the duration of the flight. The mass loss during each fragmentation event is shown in Table 6, and resulting light curve is plotted in Fig 14. The resulting total luminous energy from the model is about 2% smaller than the luminous energy from the MSR data.

The bolide reached maximum brightness of $-20.4 \pm 0.2$ magnitudes at 5.5 s at a height of 29.8 ± 0.6 km. The end height of the luminous phase is at a height of 21.9 ± 0.6 km at 6.2s at a planetographic latitude of 33.924 ± 0.002° N and longitude 110.641 ± 0.002° W.
Figure 12. Angular calibration of dashcam video using surface features.

Table 6. Mass loss distribution during the fragmentation events.

<table>
<thead>
<tr>
<th>Time [s]</th>
<th>Fragment mass [kg]</th>
<th>Number of fragments</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.00</td>
<td>7</td>
<td>20</td>
</tr>
<tr>
<td>4.50</td>
<td>27</td>
<td>40</td>
</tr>
<tr>
<td>4.62</td>
<td>34</td>
<td>50</td>
</tr>
<tr>
<td>4.91</td>
<td>18</td>
<td>45</td>
</tr>
<tr>
<td>5.35</td>
<td>14</td>
<td>50</td>
</tr>
<tr>
<td>5.8</td>
<td>29</td>
<td>60</td>
</tr>
</tbody>
</table>

These parameters produced results that are in good agreement with both the observed light curve and the trajectory. There are, however, a few instances where the model predictions differ from observational data:

(i) The dashcam video shows that the bolide penetrated several kilometers deeper than the fragmentation model predicts, and the deceleration occurs at a much lower altitude. While it is possible to decrease the shape-density and ablation coefficients to match this, the resulting model bolide does not decelerate quickly enough to match the velocity at $t \sim 6.2s$. Therefore, it is more likely that inconsistency in the penetration depth is an astrometric error due to the low quality of the dashcam video.

(ii) The peak at $t \sim 5.5s$ from the fragmentation model continues to flare for more than 0.3s, which is contradictory to the MSR data where the flare is very short-lived. This is most likely due to the fact that fragments were probably smaller than the estimated by the fragmentation model. However, decreasing the modelled mass loss produces a much dimmer peak, so either the bolide’s mass or velocity are in error for the fragmentation event. Since there is no observational data for the trajectory at this location, nor are there any observed fragments in the videos, it is not possible to determine the exact set of parameters to match the light curve at this point.

(iii) Initially the brightness of the model bolide is higher than observed by the MSR data. We were able to reduce this offset by changing the ablation coefficient to $0.02 \text{s}^2/\text{km}^2$ at earlier parts of the trajectory, but it is unclear why this would change throughout the trajectory to this degree. Since we have ignored the effects of dust release and erosion throughout the flight, the contribution from these processes would possibly explain the noted deviation.

(iv) The peaks at $t = 5.5s$ and $t = 5.9s$ have a smooth flare as opposed to the sharp increase caused by the gross fragmentation. These are likely eroding fragments as the mass is slowly released from erosion. However, the absence of deceleration information makes it impossible to constrain the exact mass loss from erosion and the size of grains (which determines the intensity of the peaks), so we have instead modelled these peaks as the bolide exploding into numerous, small fragments.

4.3 Recovered Fragments

Based on analysis of weather Doppler radar images, researchers from the Arizona State University’s Center of Meteorite Studies found fragments from the parent body on the lands of the White Mountain Apache Tribe. 15 fusion-crusted stones were recovered during the 2 day search with a total of 79.46g of material (Garvie 2017). The locations of these Dishchii’bí:lah meteorites are shown on Figure 3.

4.4 Size estimation

To calculate the size of the bolide from its mass, we require an approximation for the bulk density value. We adapted multiple methods to determine this value indirectly from observations and we compare those results with properties of the actual “ground truth” value obtained from the recovered fragments.
Table 7. Result of size estimation from different methods. The errors in the sizes are carried through from the result for the total mass.

<table>
<thead>
<tr>
<th>Method</th>
<th>Type/Material</th>
<th>Bulk density [kg/m³]</th>
<th>Diameter [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>PE criterion (Ceplecha &amp; McCrosky 1976)</td>
<td>IIIa</td>
<td>750a</td>
<td>3.4 ± 0.1</td>
</tr>
<tr>
<td>Peak brightness (Brown et al. 2016)</td>
<td>Type I</td>
<td>3000a</td>
<td>2.11 ± 0.08</td>
</tr>
<tr>
<td></td>
<td>Type II</td>
<td>2000a</td>
<td>2.42 ± 0.08</td>
</tr>
<tr>
<td>MSR visible bands analysis</td>
<td>Fe-poor</td>
<td>2500b</td>
<td>2.25 ± 0.07</td>
</tr>
<tr>
<td>Recovered Fragments (Garvie 2017)</td>
<td>LL7 chondrite</td>
<td>3220 ± 210b</td>
<td>2.04 ± 0.11</td>
</tr>
</tbody>
</table>

a Ceplecha (1988)
b Britt & Consolmagno (2003)

Figure 13. The modeled velocity and height of the bolide are shown as a function of time. The solid black line is from the fragmentation model using the best fit values of $K$ and $\sigma$, while the solutions of the triangulation are the red points. The solid red line in the velocity plot is the constant velocity approximation used in the triangulation from SkySentinel data. The blue box is the approximate velocity constraint of $6-8\text{km/s}$ for $t$ between 6 and 6.2s from the dashcam video. Due to the uncertainty in the dashcam result, we were unable to determine the velocity with better precision.

Figure 14. Light curve from the model and MSR data.

Figure 15. The mass of the main body as a function of height from the fragmentation model. The vertical drops are from discrete fragmentation events, while the smooth mass loss is from ablation.
Ceplecha & McCrosky (1976) diagnosed the structure and bulk density values of impacting objects based on the terminal height of the fireballs they produced. Following their method, the end height of 21 km and entry velocity of 17.7 km/s points to a weak cometary material (Type IIIa). For a density of $\rho \sim 750$ kg/m$^3$, we get a size of $3.3 \pm 0.1$m. However, such a weak material would probably not be able to penetrate to a depth of $\sim 20$ km, so this is likely an inaccurate estimate of the bolide size.

Brown et al. (2016) classified fireballs based on the analysis of their peak brightness altitude values, using the same categories. Using the appropriate parameters of the Arizona bolide, this object lies on the border of Type I/Type II regimes. Using bulk density value of $2000$ kg/m$^3$ for Type II objects (Ceplecha 1988), we obtained a diameter of $2.42 \pm 0.09$ m.

For Type I objects, we take the density of about $3000$ kg/m$^3$ to be consistent with a weaker material as revealed by the fragmentation model. This gives a size of $2.10 \pm 0.08$ m.

Looking at the SkySentinel MSR observations, the data indicates strong emission in the blue filter and weak emission in the green. This suggests that the object is Fe-poor, as a significant number of Fe emission lines are in the green band. The high starting altitude of $\sim 100$ km points to a low material strength object of asteroidal origin as stated above. For Fe-poor asteroids with low material strength, we adopted the bulk density value of $2500$ kg/m$^3$ as from Britt & Consolmagno (2003). Assuming spherical impactors, we calculated an initial diameter of $2.25 \pm 0.08$ m for the bolide.

Analysis of the recovered fragments categorize the object as being an LL7 chondrite with a shock stage 50 (Garvie 2017). Britt & Consolmagno (2003) performed a bulk density analysis for this material type and we adopted their value of $3220 \pm 220$ kg/m$^3$ which results in an pre-impact diameter for the Arizona bolide of $2.03 \pm 0.12$ m. The values of $K = 0.35$ cm$^2$/g$^{2/3}$ and $\sigma = 0.045$ s$^{2/3}$/km$^2$, corresponding to a density of about between $2500$-3000 kg/m$^3$ for $A^7 \sim 0.7$ chosen in our fragmentation model are consistent with a weak object of this type.

The summary of results from all analyses described above is shown in Table 7.

5 DISCUSSION AND CONCLUSIONS

We have analyzed multi-station observations of a magnitude $\sim 20.8 \pm 0.2$ superbolide that entered Earth’s atmosphere over Arizona on June 2, 2016. The calculated deposited energy of the fireball from the light curve analysis is $0.54 \pm 0.06$ kt. This is about 12% larger than the value of $0.48$ kt reported by CNEOS based on data from US government sensors. Their reported peak location of 33.8°N and 110.9°W longitude (marked in Figure 3) is about 26 km off from our calculated position of the peak brightness. The site of recovered fragments are along the line of our calculated trajectory, thus we believe that for this particular event the CNEOS reported peak brightness location is inaccurate. From the deposited energy and the entry velocity of the bolide we estimate the mass of the object to be $14.8 \pm 1.7$ metric tonnes. We calculate the initial size of the object by assuming spherical shape. We use 3 different methods to obtain the bulk density of the meteor based on the observations of the peak altitude, end hight, and spectral emission during the ablation. Borovička et al. (2017) noted that the method of end height analysis (Ceplecha & McCrosky 1976) for superbolides may lead to misleading results, while the use of the height of peak brightness (Brown et al. 2016) to determine material strength does not provides an adequate fit. Therefore, the true size of the object is most likely smaller than what we obtained from these methods. Analysis of the MSR data points to a Fe-poor object. Assuming asteroidal origin, an Fe-poor composition, such as CI/CM chondrite, gives a slightly smaller diameter than the peak/end height analysis. The reason we test different methods is that in the absence of knowing the exact composition we would have to rely on these types of analyses. In this particular case, there were recovered fragments from this bolide and using the actual LL7 chondrite composition we estimate the diameter of the object to be $2.03 \pm 0.12$ m. Our spectral analysis is in agreement with this value while the peak brightness method overestimate this diameter by about 17%. In summary, the object is most likely to be $\sim 2$ m in diameter with a bulk density between $2000 – 3000$ kg/m$^3$. The calculated orbit points to an origin interior to the main belt that is nearly co-orbital to the Earth. The object did not form part of any known families, and a search for the parent body yielded no results. Dunn et al. (2013) state that a majority of Apollo-class asteroids are LL-chondrites; this object is therefore not unusual.
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